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Abstract—Hybridization networks represent plausible evolutionary histories of species that are affected by reticulate evolutionary processes. An established computational problem on hybridization networks is constructing the most parsimonious hybridization network such that each of the given phylogenetic trees (called gene trees) is “displayed” in the network. There have been several previous approaches, including an exact method and several heuristics, for this NP-hard problem. However, the exact method is only applicable to a limited range of data, and heuristic methods can be less accurate and also slow sometimes. In this paper, we develop a new algorithm for constructing near parsimonious networks for multiple binary gene trees. This method is more efficient for large numbers of gene trees than previous heuristics. This new method also produces more parsimonious results on many simulated datasets as well as a real biological dataset than a previous method. We also show that our method produces topologically more accurate networks for many datasets.
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1 INTRODUCTION

A recent trend in phylogenetics is incorporating reticulate evolutionary processes (such as horizontal gene transfer or hybrid speciation) in phylogenetic models. This leads to new phylogenetic models for reticulate evolution. In this paper, we focus on the so-called “hybridization network” model [9], [13]. Suppose we are given a set of phylogenetic trees \( T_1, \ldots, T_K \). Each \( T_i \) represents the evolutionary history of a gene and thus is called a gene tree. Each gene tree is inferred from DNA sequences collected at the gene. It is well known that these \( T_i \)'s may not have the same topology. One possible cause is reticulate evolution [10], [13]. If this is the case, then we can no longer represent the evolutionary history with a tree model. Instead, we need a model that allows reticulate evolution. Hybridization network model is one such model. A hybridization network (often referred to as a network in this paper) is a directed acyclic graph that “displays” each of the gene trees. We provide more precise definitions in Section 1.1. We refer to Figure 1 for an illustration of a hybridization network.

Our goal is inferring hybridization networks from the given gene trees. Like most current approaches for hybridization network inference, we follow the parsimony principle [9], [10]. That is, our goal is to find the hybridization networks with the fewest reticulation events. Note that we require that the full gene trees are contained in the network. There are approaches for building hybridization networks from parts of gene trees (e.g. [14], [15]).

The problem of constructing the most parsimonious hybridization network is NP-hard even for two gene trees [5]. Nevertheless, there are exact and FPT methods for building hybridization networks that allow two input gene trees (e.g. [2], [4], [13], [20], and also see [17]). For multiple gene trees, there are currently an exact [19] and an FPT method [16], as well as several heuristics [2], [12], [18]. However, the exact method can only construct the most parsimonious networks for relatively small data. The existing heuristics can often work with larger data, but they may produce less accurate hybridization networks and can also be slow. For example, the method PIRN in [18] becomes slow when the number of gene trees increases.

In this paper, we develop an algorithm (called PIRN\(_S\)) for inferring near parsimonious hybridization networks from multiple gene trees. PIRN\(_S\) takes a set of rooted binary gene trees as input and constructs a hybridization network that displays each of the gene trees. The main advantage of our work is that PIRN\(_S\) produces more parsimonious hybridization networks than PIRN in many datasets and also scales better than PIRN in the number of gene trees. PIRN\(_S\) also produces networks that are usually topologically more accurate than PIRN especially when networks are more complex. On the other hand, PIRN\(_S\) scales less well in the number of taxa than in the number of gene trees. Our experiments show that PIRN\(_S\) works well for gene trees with up to
degrees of internal nodes must be two. In this paper, leaves with out-degrees zero. For a binary tree, out-degrees are at least two for all vertices except the root, while degrees of all vertices are one except the root, and leaf-labeled by a set of taxa. In a tree, in-vertices of each gene tree \( T \) is the input. We assume that the root of each gene tree \( T_i \) is attached to an outgroup species \( o \). More information about this can be found in [12].

We use the same definition of hybridization network as [18], [19]. A hybridization network is a directed acyclic graph. It contains a vertex set \( V \) including leaf nodes and edge set \( E \) where each edge \( e \in E \) can be divided to \( V_T \) (called tree nodes) and \( V_H \) (called hybridization nodes). \( E \) can also be divided to \( E_T \) (called tree edges) and \( E_H \) (called hybridization edges). Also,

1) Except the root, which has no incoming and two outgoing edges, no nodes with total (in and out) degree of two are allowed, and each node must have at least one incoming edge.

2) \( V_H \) contains nodes whose in-degrees are two or more. \( V_T \) contains nodes whose in-degrees are one.

3) \( E_H \) contains edges that go into hybridization nodes. \( E_T \) contains edges that go into tree nodes.

4) A node is labeled by some taxon iff its out-degree is zero.

In addition there is one more restriction:

\( R_1 \) For a network \( N \), when only one of the incoming edges of each hybridization node is kept and the rest are deleted, we always derive a leaf labeled tree \( T' \).

Hybridization network can be viewed as a compact representation of a set of gene trees. The definition of “display” is critical. Suppose we keep only a single edge at each hybridization node in a hybridization network \( N \) and obtain a tree \( T' \). Further suppose that we remove non-labeled leaves and contract edges to remove nodes with degree two (called cleanup) in \( T' \). We will derive a phylogenetic tree \( T \) with the same set of taxa as in network \( N \). We say \( T \) is displayed in network \( N \). See Figure 1 for an illustration.

Suppose we have a set of taxa \( \hat{S} \) for all the gene trees. For example, \( \hat{S} = \{1, 2, 3, 4, 5\} \) for input trees in Figure 1. A subtree of an input tree \( T \) for a subset of taxa \( S \subseteq \hat{S} \) is a tree which can be derived from the original tree by removing the taxa not in \( S \) from \( T \) (and then performing cleanup afterwards). The derived subtree (denoted as \( T(S) \)) only contains the taxa in \( S \). For example, the tree containing three nodes including one node as a root and two leaves 1 and 2, is a subtree for the subset \( S = \{1, 2\} \) for each gene tree in Figure 1.

For a hybridization node, we define the hybridization number as its in-degree minus one. For a hybridization network \( N \), we define the hybridization number \( (H_N) \) as the summation of hybridization numbers of each of its hybridization nodes. For example, in Figure 1 the hybridization node 2 has three incoming edges, and the hybridization node 1 has two incoming edges. Thus, \( H_N = (3-1) + (2-1) = 3 \). This is the same as the hybridization number defined in [13]. Now we formulate the central problem in this paper.

The most parsimonious hybridization network problem. Given \( K \) rooted and binary gene trees \( T_1, T_2, \ldots, T_K \) (with the same \( n \) taxa), construct the hybridization network \( N_{\text{min}} \) such that (i) each gene tree \( T_i \) is displayed in \( N_{\text{min}} \), and (ii) \( H_{N_{\text{min}}} \) is minimized among all possible such networks. We call \( H_{N_{\text{min}}} \) the hybridization number of \( T_1, \ldots, T_K \).

Constructing parsimonious hybridization networks or computing the hybridization number for a set of \( K \) gene trees is computationally challenging. Even the two-gene-tree (i.e. \( K = 2 \)) case is known to be NP-complete [5]. For the two-gene-tree case of the hybridization network problem, there are several exact methods [2], [4], [20]. Although the worst case running time of these practical methods is exponential, these methods may work reasonably well in practice. The case of three or more gene trees (\( K \geq 3 \)) is more difficult. There are currently an exact method and a few heuristic methods for either estimating the hybridization number or reconstructing near optimal networks for trees \( T_1, \ldots, T_K \) when \( K \geq 3 \) [7], [12]. The exact method in [19] uses a backward in time approach. This method can find optimal hybridization networks with hybridization number up to six. It becomes impractical when the hybridization number
is larger than six. The heuristic (called PIRN) in [18] (and [12]) is based on the following idea: make the current hybridization network $\mathcal{N}$ equal to one gene tree (say $T_1$); for each additional tree $T_i$, modify $\mathcal{N}$ by adding additional hybridization nodes to $\mathcal{N}$ if needed to make $T_i$ displayed in $\mathcal{N}$. Usually this implies that we need to add as few hybridization nodes in $\mathcal{N}$ as possible in order to reconstruct a more parsimonious network. Since it is unclear in which order $T_i$ should be “added” to $\mathcal{N}$, PIRN tries all possible order of gene trees. So, PIRN works well when $K$ is small but becomes slow when $K$ is larger. In this paper, we use a different approach for building near parsimonious hybridization networks that is much faster than PIRN when $K$ is larger.

2 Method

2.1 The high-level approach

Recall that PIRN [18] builds hybridization networks incrementally: at each step, the network is modified to ensure a new gene tree is displayed in the network. Our new method $\text{PIRN}_S$ is also an incremental approach. The difference from PIRN is that, instead of “adding” a gene tree each time, $\text{PIRN}_S$ adds a taxon each time. That is, we start with the trivial networks for subsets of two taxa; then we add other taxa gradually to the networks; the procedure stops when all taxa are in the network. We now present more details of this approach.

We denote a subset of taxa as $S$. For one $S$, we maintain one or a small number of (say $c$) hybridization networks. We denote one such network as $\mathcal{N}(S)$. $\mathcal{N}(S)$ has the taxa in $S$ as leaves. Usually there are many choices for $\mathcal{N}(S)$. We denote the subtree of an input gene tree $T_i$ for $S$ as $T_i(S)$. We first require that each $T_i(S)$ is displayed in $\mathcal{N}(S)$ for each $1 \leq i \leq K$. Since our goal is finding parsimonious hybridization networks, $\mathcal{N}(S)$ should have as small hybridization number as possible for the set of subtrees $T_i(S)$. For example, Figure 2(a) shows the subtrees and a hybridization network for subset $S = \{2, 3, 4, 5\}$ of the original set of taxa $\hat{S} = \{1, 2, 3, 4, 5\}$, where the gene trees are displayed in Figure 1. Obviously, $\mathcal{N}(\hat{S})$ displays all gene trees $T_i$. This constructed $\mathcal{N}(\hat{S})$ is the result of our method.

Suppose we have constructed a hybridization network $\mathcal{N}(S)$ for a subset of taxa $S$. We let $s$ be a taxon not in $S$, and denote $S' = S \cup \{s\}$. We can construct $\mathcal{N}(S')$ by modifying $\mathcal{N}(S)$. $H_{\mathcal{N}(S')}$ is equal to $H_{\mathcal{N}(S)}$ plus the cost of adding the new taxon $s$ to $\mathcal{N}(S)$ such that $\mathcal{N}(S')$ displays the subtrees $T_i(S')$. We define the cost $C(\mathcal{N}(S), s)$ of adding a taxon $s$ to a network $\mathcal{N}(S)$ as the number of new hybridization edges that we have to add to $\mathcal{N}(S)$. Therefore, in order to reduce $H_{\mathcal{N}(S')}$, we need to make $C(\mathcal{N}(S), s)$ as small as possible.

The high-level procedure of our method $\text{PIRN}_S$ is as follows. Here, for simplicity, suppose we only store a single best hybridization network $\mathcal{N}(S)$ for each subset $S$ of taxa. It is straightforward to modify this procedure to store $c$ networks for each $S$.

Initialize $\mathcal{N}(S_0)$ of all possible subsets $S_0$ of taxa of size 2.

for $2 \leq k \leq n - 1$ do

for all saved networks $\mathcal{N}(S)$ for subsets (say $S$) of size $k$ do

for all taxa that are not present in $S$ do

a. Add the taxon to the network and reconstruct a network $\mathcal{N}'(S')$ of subsets $S'$ of size $k + 1$

b. Store $\mathcal{N}'(S')$ as $\mathcal{N}(S')$ for $S'$ if $H_{\mathcal{N}'(S')} < H_{\mathcal{N}(S')}$. end for

end for

end for

return $\mathcal{N}(\hat{S})$ as the network for the whole set of taxa $\hat{S}$.

Note that when $|S_0| = 2$ (i.e. only two taxa), each $T_i(S_0)$ has the same cherry topology for all $1 \leq i \leq K$. Thus, $\mathcal{N}(S_0)$ is just the cherry. The main step is how to grow a network by adding a new taxon $s$. We will explain this procedure in Section 2.2. In Section 2.3, we will provide some analysis for the algorithm.

2.2 Adding a taxon

The cost $C(\mathcal{N}(S), s)$ of adding a new taxon $s$ is based on the number of new hybridization edges that we must add to the network $\mathcal{N}(S)$ to make it display the subtrees $T_i(S')$ (where $S' = S \cup \{s\}$). Recall that $\mathcal{N}(S)$ is the best network found for $S$. $\mathcal{N}(S)$ displays all the subtrees $T_i(S)$ of subset $S$. The key is finding what parts of $\mathcal{N}(S)$ we need to change such that each subtree $T_i(S')$ is displayed in the changed network $\mathcal{N}(S)$, and fewest new reticulation events are added to $\mathcal{N}(S)$. Our approach aims to find a minimal set of edges $E(s)$ of $\mathcal{N}(S)$, and then attach the new taxon $s$ to each edge $e \in E(s)$. Here, we attach $s$ to $e$ by creating a new node $v(e, s)$ that subdivides $e$ into two parts and connecting $s$ to $v(e, s)$. We refer to Figure 2(c) for an illustration. The network $\mathcal{N}(S)$ in Figure 2(c) is obtained from $\mathcal{N}(S)$ in Figure 2(b) by attaching taxon 1 to edges $(2, j)$ and $(4, k)$.

To find the best edge set $E(s)$, we examine input subtree $T_i(S)$ and $T_i(S')$ for each $1 \leq i \leq K$. Let $T$ be one of input trees, and $T(S)$ and $T(S')$ be the subtrees derived from $T$ with taxa $S$ and $S'$ respectively. From restriction $R_1$ in Section 1.1 we can derive a tree $T'(S)$ from network $\mathcal{N}(S)$ (but without doing the cleanup step). Note that there can be multiple valid $T'(S)$ for some $T$ and $S$. In our current implementation, we choose the particular $T'(S)$ that is obtained during the
construction of \( \mathcal{N}(S) \). Comparing \( T'(S) \) to \( T(S') \), we can find proper edges to attach the new taxon \( s \) such that \( T'(S') \) and \( T(S') \) become topologically equivalent after cleanup. The process of finding candidate edges and subdividing some of them is the most critical part of our method. We illustrate this procedure using the following example.

We refer to Figure 2 where \( S = \{2,3,4,5\} \), and \( \hat{S} = \{1,2,3,4,5\} \). One can see all subtrees \( T_i(S) \) (ignoring the dotted edges) and \( T_i(\hat{S}) \) (keeping the dotted edges) in Figure 2(a) (on the left) and the network \( \mathcal{N}(S) \) (on the right). Figure 2(b) shows how each \( T_i(S) \) is displayed in \( \mathcal{N}(S) \): the dotted edges are those to remove from \( \mathcal{N}(S) \) to display each \( T_i(\hat{S}) \). Tree \( T_i(S) \) has an extra taxon (i.e. 1) not in \( T_i'(S) \) and also one extra edge that connects the taxon 1 to the rest of it. Now we need to find a position in network \( \mathcal{N}(S) \) to add the taxon 1 to. The proper position for the taxon 1 is where the taxon 1 has the same sibling in the changed network as it has in tree \( T_i(\hat{S}) \). For example, in Figure 2(a) in \( T_2(\hat{S}) \) the taxon 1 has the taxon 4 as sibling, so the taxon 1 should have the taxon 4 as sibling when we change \( T_2'(S) \) in Figure 2(b). Thus, it can be added somewhere between node 4 and node 1 in \( \mathcal{N}(S) \) in Figure 2(b). One should note that the taxon 1 can also be added to the edge \( \{2,k\} \) (the edge connecting the two nodes 2 and k) even if it is not part of the tree derived from the network. This is because if we subdivide the edge \( \{2,k\} \) and add the taxon 1 to it, the taxon 1 can still have the taxon 4 as sibling, so the edge \( \{2,k\} \) is also a valid choice.

For each input subtree \( T_i(S) \), we identify the set of edges \( E_i(s) \) in \( \mathcal{N}(S) \) that the new taxon \( s \) can be added to, which we call the candidate edges. We say the subtree \( T_i(S) \) is covered if at least one edge in \( E_i(s) \) is chosen to be subdivided. Clearly each \( T_i(S) \) needs to be covered. Note that the more candidate edges we subdivide and attach to \( s \), the higher the hybridization number of the new network will be. This is because \( s \) will attach to each subdivided edge and increases the hybridization number by one. Thus, we need to choose the minimum number of candidate edges to attach to \( s \) such that \( T_i(S) \) is covered for \( 1 \leq i \leq K \). Also note that one edge in \( \mathcal{N}(S) \) can appear in several \( E_i(s) \). To reduce the number of edges to subdivide, we want to choose edges that appear in multiple \( E_i(s) \). This is precisely the classic hitting set problem. For example, in Figure 2(b), the edge \( \{2,j\} \) is in both \( E_1(s) \) and \( E_3(s) \) where \( s = 1 \). Thus, we pick the edge \( \{2,j\} \) to attach to the taxon 1. This edge \( \{2,j\} \) allows us to display both \( T_1(\hat{S}) \) and \( T_3(\hat{S}) \) by subdividing only one edge. We then pick another edge in \( E_2(s) \) (say \( \{4,k\} \) as in Figure 2(c)) to display \( T_2(\hat{S}) \). This allows us to use only two new hybridization events when adding the taxon 1. One can verify that some other choices of edges to subdivide will need three new hybridization events to add the taxon 1. Thus, the choices made in Figure 2(c) reduce the number of new reticulation events. This part of our algorithm is somewhat similar to the “Minimum Attachment Problem” mentioned in chapter 8 of [9], which is for clusters.

### 2.3 Analysis of the bottom up approach

Our method considers all subsets \( S \) of \( n \) taxa with at least two taxa. For each \( S \), we construct a network for \( S \). There are \( O(2^n) \) subsets of \( n \) taxa. When \( n \) increases (to say 30), our method becomes very slow since the number of subsets becomes very large. On the other hand, our method scales much better with respect to \( K \), the number of gene trees. \( K \) has no effect on the number of subsets. \( K \) affects the time for inserting a new taxon \( s \) to a network \( \mathcal{N}(S) \) for a subset \( S \). There are two aspects: (i) time to find candidate edges in \( \mathcal{N}(S) \) for each subtree \( T_i(S) \), and (ii) time to select which candidate edges to connect \( s \) such that all subtrees are covered. The time for finding candidate edges for one subtree is linear to the number of edges of the network \( \mathcal{N}(S) \). In theory, \( \mathcal{N}(S) \) may have many hybridization edges. But in practice, \( \mathcal{N}(S) \) is usually a simple network and it is not very far from being a tree, so it is often reasonable to assume that the number of edges in \( \mathcal{N}(S) \) is \( O(n) \). Thus, the time of part (i) is \( O(nK) \). The problem for selecting which edges to subdivide is equivalent to solving the hitting set problem, which is well known to be NP complete. Our current implementation takes a simple enumeration-based approach to find the smallest set of edges to subdivide. That is, we enumerate all subsets of candidate edges of the increasing cardinality to find the candidate edges that cover all subtrees. This is because it is critical to obtain optimal solutions here in order to construct near parsimonious networks. Since there are \( O(n) \) candidate edges for each of the \( K \) subtrees, our simple enumeration may need to enumerate \( O(nK) \) subsets of these candidate edges. This is because we need to choose one candidate edge for each subtree. This seems to suggest that our method will also become slow when \( K \) increases.

In practice, however, our implementation appears to scale well with \( K \). There are several reasons. First, usually there are only a small number of candidate edges for each subtree. We also remove redundant candidate edges that cover the exact same subtrees. That is, if there are two candidate edges \( x \) and \( y \) that are candidates for the same subtree(s), so we can remove one (say \( y \)) from consideration. At last, usually the number of edges to choose is rather small and so we don’t need to enumerate subsets of large size. In fact, if we need to choose a large number of candidate edges to subdivide, this usually indicates that the network will not be near parsimonious and should not be constructed at all. Therefore, in practice, we may assume that the number of candidate edges to choose is bounded by a constant \( R \). Then the time for
finding no more than $R$ candidate edges is $O(Kn^R)$. Under this assumption, the running time of $\text{PIRN}_S$ is polynomial in $K$.

We note that when $n$ increases, it will be slow to enumerate all subsets of $n$ taxa. There are various heuristics for speedup. We may drop some subsets that do not have good networks when compared to other subsets with the same size. Our implementation uses another way to drop some subsets. We use parameter $a$ to determine what subsets to drop. As described in our high level algorithm, we iterate through all possible subsets with size 2 to $n - 1$. Among all subsets of size $k$, if the best solution has the hybridization number $r$, we remove all networks with hybridization number greater than $r + a$ for speedup because these networks may not lead to a good final network. Also, there might be more than one parsimonious network for each subset which will make the program even slower. Here we use parameter $c$ to limit the number of parsimonious network to save for each subset. Note that, however, these speedup heuristics may lead to less parsimonious networks. So there is a trade-off between speed and accuracy.

3 Results

We have implemented our method $\text{PIRN}_S$ (where “S” stands for subset) for building near-parsimonious networks. $\text{PIRN}_S$ is available for download from: [http://www.engr.uconn.edu/~ywu/] $\text{PIRN}_S$ is written in Java. By default, we set the parameters $a$ and
c to be both three. These default parameters are used in our simulation to evaluate $PIRN_S$ on simulation and biological data.

### 3.1 Simulation Data

We use the same simulation method in [18]. This simulation is a two step approach. First, we simulate a hybridization network, and then generate a fixed number of trees displayed in the network. For a number of taxa $n$, the simulation starts with isolated lineages and simulate reticulation backwards in time. At each step, there are two possible events: (a) lineage merging, which occurs at rate $1$; (b) lineage splitting, which occurs at rate $r$. It chooses the next event according to relative probabilities of all feasible events. Lineage merging generates speciation events, while lineage splitting generates reticulation events. The parameter $r$ dictates the level of reticulation in the simulated network: larger $r$ will lead to more reticulation events in simulation [18]. We refer to [18] for more details.

To test the performance of $PIRN_S$, we compare $PIRN_S$ with program $PIRN$ [18]. We test our program on datasets with various settings of parameters $K$ (numbers of trees), $n$ (number of taxa), and $r$ (level of reticulation). For each setting we simulate 100 datasets. We can not completely compare with the exact method in [19] because the exact method is slow for many datasets that we test here. We were only able to compare with the exact method of $PIRN$ for $n = 5$, $r = 3.0$ for 100 datasets with two different values of $K$ which $PIRN_S$ found an optimal network for 96% of datasets with $K = 5$ and 81% of datasets with $K = 10$. There is a new unpublished exact method called $Hybroscale$ [1], which scales better than the exact method of $PIRN$. This program did not finish for some cases after weeks for settings of $n = 10$, $r = 3.0$, and $K >= 4$. $PIRN_S$ was able to find optimal networks for 100% of datasets For settings $n = 10$, $r = 1.0$, and $K = 3$–5, and for 99% of datasets for setting $n = 10$, $r = 3.0$, and $K = 3$. Further comparisons in this paper are made with the heuristic method of $PIRN$. Also recall that the method in [12] is faster but does not build more parsimonious networks than $PIRN$.

We first compare the parsimony of the constructed networks from the two approaches. By parsimony, we refer to the hybridization number of a constructed network and the one with the smaller hybridization number is more parsimonious and better. For each program, we report the percentage of networks with smaller hybridization number than that of the other one among 100 datasets for each setting. As shown in Figure [3] $PIRN_S$ outperforms $PIRN$ in most tests especially when the numbers of trees $K$ is small. In a few settings (for example, $n = 15$, $r = 5.0$) when $K$ increases, $PIRN$ produces better networks. However, $PIRN$ cannot scale to larger numbers of trees, and becomes very slow. Also, when the data becomes more complicated (i.e. reticulation level $r$ increases), $PIRN_S$ performs better. Simulations show that when the number of taxa $n$ increases, the hybridization number gap between $PIRN_S$ and $PIRN$ becomes larger and $PIRN_S$ usually outperforms $PIRN$.

**TABLE 1**

The topological accuracy of the networks for $n = 10$, and different values of $r$ and $K$. We report the average distance and the percentage of more accurate networks for each method over 100 datasets.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$n = 10$</th>
<th>$r = 1.0$</th>
<th>$r = 1.0$</th>
<th>$r = 5.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$PIRN$</td>
<td>$PIRN_S$</td>
<td>$PIRN$</td>
<td>$PIRN_S$</td>
</tr>
<tr>
<td>3</td>
<td>Avg Distance</td>
<td>14.24</td>
<td>23.04</td>
<td>22.57</td>
</tr>
<tr>
<td></td>
<td>% of better solutions</td>
<td>11</td>
<td>30</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>Avg Distance</td>
<td>15.65</td>
<td>21.01</td>
<td>21.01</td>
</tr>
<tr>
<td></td>
<td>% of better solutions</td>
<td>15</td>
<td>30</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>Avg Distance</td>
<td>16.94</td>
<td>23.02</td>
<td>23.02</td>
</tr>
<tr>
<td></td>
<td>% of better solutions</td>
<td>11</td>
<td>30</td>
<td>23</td>
</tr>
</tbody>
</table>

We also compare the running time of the two approaches. Increasing the numbers of trees has a significant effect on $PIRN$’s running time as expected, but does not have significant effect on the running time of $PIRN_S$. $PIRN$ becomes impractical when the number of trees reaches 8 or more, while $PIRN_S$ can scale to larger numbers of trees. Figure [4] shows the average running time for various numbers of trees $K$. In this simulation, we fixed $n = 10$ and $r = 1.0$. $PIRN$ has many unfinished simulations for cases $K >= 8$. So we do not report its running time for these cases. Overall, our method $PIRN_S$ is much faster than $PIRN$.

**Topological accuracy**. While parsimony has been the main evaluation criterion for evaluating hybridization networks in the literature, evaluating the topological accuracy of inferred networks is also desirable. There are several known metrics for comparing hybridization networks from restricted classes [6]. [11]. We measure the topological accuracy of the inferred networks by $PIRN_S$ using the metric distance defined...
Fig. 3. Comparing parsimony of the networks for various \( n \), \( K \) and \( r \). The vertical axis shows the percentage of datasets for which a method has a better network (more parsimonious) when compared to the other method. Horizontal axis is the reticulation level \( r \). The dotted line shows the percentage of data that both methods have the same hybridization number.

in [6] called generalized Robinson-Foulds distance. Generally it defines a cluster set for each node in the network which contains its descendants leaves, then the total distance is the difference between the number of clusters that each network covers. We measure this distance between our output network and the original simulated network that we obtained our input trees from. Table 1 shows this distance for different values of \( r \) and \( K \) for both methods. \( \text{PIRN} \) works better in terms of clusters for most of the settings especially when the reticulation level is higher.

3.2 Biological Data

To evaluate our program for real biological data, we use the Poaceae dataset which is originally from the Grass Phylogeny Working Group [8]. The dataset contains sequences for six loci: internal transcribed spacer of ribosomal DNA (ITS); NADH dehydrogenase, subunit F (ndhF); phytochrome B (phyB); ribulose 1,5-biphosphate carboxylase/oxygenase, large subunit (rbcL); RNA polymerase II, subunit \( \beta'' \) (rpoC2); and granule bound starch synthase I (waxy). Pairwise comparison of gene trees for these loci were performed in [4], [20]. In [18], a hybridization network with hybridization number of 13 was found for five gene trees (see the Appendix of [18] for these trees). In [12] they found a network with hybridization number of 14.

As shown in Table 2, \( \text{PIRN}_S \) and \( \text{PIRN} \) find networks with the same hybridization number (and also optimal based on lower bounds given in [18]) for two datasets with three gene trees. For the five tree case, however, \( \text{PIRN}_S \) finds a network with hybridization number of 12 for five trees (one less than the one found by \( \text{PIRN} \)), and also runs much faster than \( \text{PIRN} \) on these five gene trees. Figure 5 shows the found network for these five trees. We note that a lower bound of 11 is given for these five trees in [18]. Thus, although we obtain a more parsimonious network here, it is still unknown whether this is the most parsimonious network for this data.

We also used another biological dataset in [3]. It contains sequences for three loci: chloroplast trnL/F intron; nuclear rDNA internal transcribed spacer (ITS); and nuclear rDNA external transcribed spacer (ETS). Both \( \text{PIRN} \) and \( \text{PIRN}_S \) found 9 hybridization for this dataset. There is one biologically meaningful hybrid in this dataset named Mimulus evanescens. This is a hybrid between Mimulus latidens and Mimulus breviflorus, which was among those that \( \text{PIRN}_S \) found, but \( \text{PIRN} \) found this hybrid between Mimulus latidens and another hybrid node.

4 CONCLUSIONS AND DISCUSSIONS

In this paper, we developed a new method for constructing parsimonious hybridization networks from multiple gene trees. Constructing parsimonious hybridization networks from multiple gene trees is computationally challenging. As a heuristic, our method takes the natural incremental approach for building networks as in previous approaches [18], [12]. The key contribution of our work is showing that building networks by incrementally adding taxa performs well. In particular, our method scales better in the number of gene trees than existing methods. It also provides more parsimonious networks than previous methods.
TABLE 2
Results for biological data. Hybridization number and running time for the grass data from PI RN S and PI RN.

<table>
<thead>
<tr>
<th>Trees</th>
<th>n</th>
<th>PI RN (H_N)</th>
<th>PI RN S (H_N)</th>
<th>PI RN (Time)</th>
<th>PI RN S (Time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rpoC2, waxy, ITS</td>
<td>10</td>
<td>7</td>
<td>7</td>
<td>1s</td>
<td>4s</td>
</tr>
<tr>
<td>ndhF, phyB, rbcL</td>
<td>21</td>
<td>8</td>
<td>8</td>
<td>1s</td>
<td>99s</td>
</tr>
<tr>
<td>ndhF, phyB, rbcL, rpoC2, ITS</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>26m,38s</td>
<td>117s</td>
</tr>
</tbody>
</table>

Fig. 5. A hybridization network for the five trees of a grass dataset found by program PI RN S. Filled circles represent hybridization nodes.

in most of our experiments especially for real biological data. It also provides topologically more accurate networks than an existing method.

We note that much more research is still needed on the general subject of hybridization network reconstruction. While the parsimonious hybridization network formulation captures some key aspects of reticulate evolution, extensions and revisions may be needed to address the complexity when applying this formulation to real biological data. For example, we assume the (binary) gene trees are given in this paper, while in practice there is usually uncertainty in the gene trees. Future research will be focused on developing methods for biologically more realistic models and also on finding more applications to real biological data.
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